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Human expert raters are the current gold standard for performance assessment, but can be 
substantially biased. Using a functional regression model, systematic flaws can be detected and 
quantified in a simulated process. 
Simulations are a fast, reliable, scalable, and cost efficient way of training and assessment. This 
study presented experts with video recordings of participants aligning a handheld ultrasound probe 
with a virtual probe on screen, see Figure 1 and 2. A statistical model predicting human scorings 
from process data gained in the simulation is used to explore the subliminal scoring principles.

Introduction

Functional Regression

The estimated model coefficients of the linear regression model are reported in Table 1. As
expected, there is a negative association of expert scores with final deviation and path length.
The functional regression model’s estimated model parameters with 95% confidence intervals are 
depicted in Figure 5. As expected, there is a negative association of longer time spent with human 
ratings. The estimated functional coefficients for deviation in rotation, rocking, and fanning over 
time 𝑡 show a similar pattern, where deviations at the beginning of the alignment process (𝑡 <
0.2) are hardly associated with the score, deviations in the middle of the process (0.2 ≤ 𝑡 < 0.6) 
have an increasingly stronger negative association, which levels out towards the end of the process 
(𝑡 ≥ 0.6). Remarkably, the association of deviations in rotation with human ratings is much smaller 
than for fanning and rocking. This means that deviations in rotation did not lead to score 
reductions in the same way as did rocking and fanning deviations. 
A 5 times repeated 10 fold cross validation showed a 73% decreased mean squared error between 
linear regression (MSE = 0.93) and functional regression (MSE = 0.25). This shows that the
functional regression model is a better fit for the human ratings.

Results

Figure 3 (left). High perfor-
mance: Fast reduction in all 
rotation distances, small overall 
deviation (black) in final 
position.
Figure 4 (right). Low perfor-
mance: Reduction in fanning 
(blue) and rotation distance 
(red) comes with increase in 
rocking distance (green).

Figure 5. Nonlinear effect for time 
spent and coefficient functions for 
rotation, fanning, and rocking 
distance (solid black line) over 
relative share of time. A pointwise 
95% confidence interval is estimated 
using boot strap (dashed red lines). 
The model was fitted using the R-
package FDboost (Brockhaus and 
Rügamer, 2018).

Figure 2. (right) Possible rotation 
axes for the  ultrasound probe 
(Iseli, Savitsky, and Schenke, in 
review) .

As a first analysis a linear regression model predicting the expert rating given the deviation in the 
final position and the length of the scanning path as proposed in Iseli et al., in review, is used. The 
resulting model formula is 

𝑠𝑐𝑜𝑟𝑒𝑖 = 𝛽0 + 𝛽1𝑓𝑖𝑛𝑎𝑙𝐷𝑒𝑣 + 𝛽2𝑝𝑎𝑡ℎ𝐿𝑒𝑛 + 𝜀𝑖 ,
for participant 𝑖. The estimated model coefficients are reported in Table 1.

Linear Regression

estimate std. error p value

Intercept 3.39 0.10 0.00

final deviation (1 sd) -0.26 0.10 0.01

path length (1 sd) -0.43 0.10 0.00

Table 1. Estimate, standard error, and p value in the linear model predicting average ratings.
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Figure 1. (left) Setup for the 
data collection. The 
SonoSimulator® was used to 
provide a simulation 
environment for probe 
alignment.

A
d

d
it

iv
e 

sm
o

o
th

 f
 (

ti
m

eS
p

en
t)

Proportion of timeProportion of timeTime in seconds

Human performance ratings may serve as a baseline for performance evaluation in simulations but 
can be substantially biased. Functional regression is capable of detecting and describing such flaws 
in human judgement. As such, future work should focus on developing a scoring system that 
equally penalizes deviations in all directions of rotation. 

Conclusions

Functional regression models are a generalization of linear regression models that allow covariates 
and/or the target variable to be functional (Morris, 2015). The general model formula for a scalar 
target variable 𝑦 and functional covariates 𝑥1, 𝑥2, … , is

𝑦𝑖 = 𝛽0 +න
𝑇

𝛽1 𝑡 𝑥1𝑖 𝑡 𝑑𝑡 +න
𝑇

𝛽2 𝑡 𝑥2𝑖 𝑡 𝑑𝑡 + ⋯+ 𝜀𝑖 ,

for observation 𝑖, with intercept 𝛽0, coefficient function 𝛽𝑗 for functional covariate 𝑥𝑗 on support

𝑇, and normally distributed error term 𝜀𝑖 . Non-functional covariates can naturally be included. Here, 
the target variable is the scalar average expert rating and the covariates are the scalar total time 
spent and the functional time-standardized deviation trajectories, see Figures 3 and 4.  The model 
formula is 

𝑠𝑐𝑜𝑟𝑒𝑖 = 𝛽0 + 𝑓 𝑡𝑖𝑚𝑒𝑆𝑝𝑒𝑛𝑡 + න
0

1

𝛽1(𝑡) 𝑟𝑜𝑡𝐷𝑖𝑠𝑡𝑖 𝑡 𝑑𝑡 +

න
0

1

𝛽2 𝑡 𝑟𝑜𝑐𝑘𝐷𝑖𝑠𝑡𝑖 𝑡 +න
0

1

𝛽3 𝑡 𝑓𝑎𝑛𝐷𝑖𝑠𝑡𝑖 𝑡 𝑑𝑡 + 𝜀𝑖 ,

for participant 𝑖, with a non-linear effect for overall time spent, and rotation, rocking, and fanning 
distance as functional covariates. Figure 5 shows 95% confidence intervals for the model coefficients.

54 study participants were asked to align a handheld ultrasound probe with a 3D probe on screen 
using the SonoSimulator®. All participants’ hands, probes, and screens were video recorded. One 
task was selected and scored on a scale of 1 (poor performance) to 5 (outstanding performance) by 
three experts. Substantial inter-rater agreement (Krippendorff’s alpha = 0.742, 95% CI = [0.682, 
0.801]) allowed averaging.


