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Discussion and Conclusion 

• According to the above plots the correct number 

of the hidden states are 2 or 4.

• Proportions of students in different clusters follow 

power law distribution.

• HMM considers the stationary distribution so it 

assumes different levels of the game to be the 

same difficulty levels. This might not necessary 

be true

• Confounding variables such as game mechanics 

can severely affect the game performance 

analysis.

University of California Los Angeles

Manie Tadayon, Greg Pottie

Clustering Students Trajectories Using Hidden Markov Model (HMM)

• It is a probabilistic model that captures the 
system’s dynamics when the observations are 
the functions of the underlying hidden states.

• state transition is according to the first step 
Markov chain and its parameters are transition 
and emission probability matrices.

Figure 1: Hidden Markov Model Diagram

• Training is done according to the Baum Welch 
algorithm.

Dynamic Time Warping (DTW)

• Measure of the distance between the two time 
series. 

• Constructs n x m matrix D where Di,j= d(xi,yj) 

and d(xi,yj)  is usually |xi-yj| or (𝑥𝑖 − 𝑦j)
2

Figure 2: Dynamic Time Warping Distance Figure 3: Euclidean Distance

• Warping path w follows following properties:
1- Boundary conditions
2- Continuity

3- Monotonicity

• The cumulative distance matrix is constructed 

using the dynamic programming as follow:

Hierarchical Clustering

• Agglomerative: Bottom up approach.
• Divisive: Top down approach.

Forward and Backward Algorithm

Baum Welch Algorithm 

• Given the pretest exam and the game, can the 
posttest score be predicted?

• How similar is the students’ trajectories in the 
game to the posttest score?

• How many hidden states exist given the 
sequence of observations in the game.

• Student’s mastery level is always hidden and 
should be inferred by the set of observations 
from the game.

• Hidden states of the HMM are chosen to be 
the students’ mastery levels.

• Number of attempts and time to finish each 
level  in a Save Patch(SP) game are used as 
the observations.

• Observations are discretized to 16 different 
levels to capture the variation among the 
students.

• Training is done on 400 students using the 
Baum Welch algorithm by initializing the 
emission and transition matrices to the 
random elements and initializing the number 
of hidden states to be 4.

• Model selection algorithms such as AIC, BIC 
and log likelihood estimation are performed 
to choose the correct number of states.

• The most likely state sequence corresponding 
to the student’s mastery level is calculated 
using the Viterbi algorithm

• The state trajectories are clustered using the 
dynamic time warping algorithm as the 
distance metric and the agglomerative 
hierarchical clustering as the clustering 
approach.

Initialization: Pick arbitrary parameter models 

then do the following recursively until some 

convergence algorithms is satisfied: 

▪ E-phase: calculate the forward and the 
backward algorithms for the current parameter 
settings.

▪ M-phase: produce new parameter estimates 
using the following re-estimation formulas. 

Simulation

Figure 4:BIC, AIC and Log likelihood vs Number of States

Figure 5:Proportions of Students in Different Cluster
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Figure 6: Example of HMM trajectory and 
pretest and posttest scores


